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Abstract: Recently, Unmanned Aerial Vehicles (UAVs) have attracted a great deal of attention in academic, civilian and military communities as prospective solutions to a wide variety of applications. The use of cooperative UAVs has received growing interest in the last decade and this provides an opportunity for new operational paradigms. In this paper, the problem of formation reconfiguration for a group of N cooperative UAVs in an obstacle-loaded environment is solved using decentralized Learning Based Model Predictive Control (LBMPC). The formation of the multiple cooperative UAVs respects the general rules of flocking known as Reynold’s rules. Each UAV is required to avoid collision with nearby flockmates, attempts to match the velocity of other team members and attempts to stay close to other team members respecting the desired formation. When static obstacles appear, the UAVs are required to steer around the obstacle or pass through avoiding collision with the obstacles or with each other. A state transformation algorithm is applied to linearize the UAV dynamics generating a linear system allowing the implementation in real life. Our main contribution in this paper lays in solving the formation reconfiguration problem for a group of cooperative UAVs forming a desired formation using decentralized LBMPC in the presence of obstacles.
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1. Introduction

Due to their great importance especially in the last decade, UAV attracts a great attention and concern in both the military and civilian communities and the efforts in their researches and development have gained a great attention through the whole world. Objects like unmanned aircraft, underwater exploiters, satellites and intelligent robotics are widely investigated as they have potential applications.[1, 2].
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In the last two decades, a great deal of effort has been invested in the development of unmanned aerial vehicles (UAVs). UAVs are interesting alternatives to manned aircraft for missions that can be dangerous for the human crew. They are also attractive for missions where automation can improve the efficiency such as surveillance and inspection. These autonomous vehicles are widely investigated as they have potential applications [1].

New UAVs’ capabilities and flexibility provide an opportunity for new operational paradigms. These vehicles are developed to be capable of working in different circumstances and weather conditions with some assistance of human control, also these vehicles have the ability to handle complicated or uncertain situations. These vehicles may have different shapes, sizes, configuration and characteristics. UAV is either described as a single air vehicle (with associated surveillance sensors), or a UAV system, which usually consists of three to six air vehicles, a ground control station, and support equipment [3].

With the increase in the cooperative UAVs applications performed in the civilian and military communities, the need of a general strategies to control the performance of the autonomous cooperative UAVs started to get the attention in research. These general strategies are defined as the approaches used by the co-operative vehicles during the execution of their missions and are denoted as UAV tactics [4].

UAV tactics can be either centralized as a single centralized decision maker in the team is responsible to transmit the coordinated instructions to the other members; or decentralized, in which each member is responsible for take its own control decision. UAV tactics can be classified into [4]:

- **Swarming and formation**
- **Task / Target assignment**
- **Formation reconfiguration**
- **Dynamic encirclement**

Formation reconfiguration is defined as the dynamic ability of a UAV team to change their formation according to the surrounding circumstances and due to the response to different external factors such as changing of the mission, UAV team populations and surrounding environments. A guidance law for formation reconfiguration of a group of cooperative UAVs is needed to satisfy requirements of optimality and constraints of short computational time. The new UAVs formation must guarantee safety, also, it must be compatible with the UAV dynamics and may be governed by time constraint to pass between obstacles.

Formation reconfigurations have different behaviors according to the following factors affecting the UAV team [5]:

- **Changing the position of UAVs during mission execution.**
- **Combining small groups to form a large group according to the required mission.**
- **Breaking a large group into smaller group to perform more than one application at the same time.**
Some of the main formation structure approaches are:

1. **LeaderFollower Approach:** In this approach, some UAVs in the team are designed as leaders while others are followers. Its main advantage is that it can be easily understood and implemented but its main disadvantage is that it is not robust in case of leader failure [6, 7, 8].

2. **Virtual Structure Approach:** In this approach, the whole team is treated as a single rigid body and instead of following a certain path, each UAV follows a certain moving point which allows them to be attached to each other. In this case, the formation is treated as a single object which increases robustness. On the other hand, it can only perform synchronized maneuvers and it cannot deal with obstacle avoidance constraints or reject external disturbances [9].

3. **Behavior Based Approach:** A desired behavior is designed for each UAV, including the required information for mission, goal seeking and collision avoidance. The control action of each UAV is a weighted average of the control for each behavior and it is suitable for uncertain environments but it lacks theoretical guarantees of stability [10].

There is a large amount of research in the field of formation reconfiguration for multiple cooperative UAVs. The range of applications is steadily growing including applications such as surveillance, exploration of regions, creating decoys, delivery of payloads (i.e. distributing ground based sensor networks), and radar and communication jamming [11, 12, 13, 14].

For instance, in [14], a robust control algorithm accompanied with a higher level path generation method is used to control the structure of a group of cooperative UAVs. The goal was to perform formation change maneuvers with a guaranteed safe distance between the different members of the team throughout the whole mission. The robust control ensures the stability of the formation during maneuver while the path generation method provides the vehicle with the safe paths. In [15], a dual mode control strategy was used to control the navigation of an UAV formation in a free and an obstacle-laden environment. In the obstacle-free environment, the safe mode was used and the danger mode was activated in the presence of obstacles to avoid collision using the Grossberg neural network (GNN).

The control of a group of autonomous cooperative UAVs performing various missions and applications is consider a great challenge in the field of robotic control and artificial intelligence. The designed controller has to modify the response and behavior of the non-linear systems to meet certain performance requirements and to respect the dynamics and hard constraints of UAV system. Therefore, MPC is a good control technique for this problems as MPC is characterized by its ability to handle difficult states and control inputs constraints, taking into account actuator limitations and allowing operation within constraints [16, 17].
In the field of cooperative UAVs formation, MPC has been used to solve the optimization control problem for a group of autonomous vehicles in different formation reconfiguration tactic \[15, 18, 19\]. For instance, in \[19\], a non-linear MPC was used to control the formation of a fleet of UAVs in the presence of obstacles and collision avoidance. The UAV formation depends on a virtual reference point strategy, while the obstacle avoidance was guaranteed by adding a new cost penalty and inter-vehicle collision avoidance is guaranteed by a collision cost penalty, using the delayed neighboring information, combined with a new priority strategy.

Recently, control designers started to investigate the effect of adding a learning algorithm to the predictive decentralized approach especially MPC. Applying the learning algorithm to the MPC will improve the performance of the system and guarantee safety, robustness and convergence in the presence of states and control inputs constraints. In \[20\], the stabilization problem of a quadrotor in a desired altitude was solved using LBMPC. During the flight, a dual extended kalman filter (DEKF) was used as a method for learning by the quadrotor to learn about its uncertainties, while an MPC was used to solve the optimization control problem. In \[21\], LBMPC was used by a single quadrotor to learn to catch a ball during flight.

Our main contribution in this paper lays in solving the problem of formation reconfiguration for a group of cooperative UAVs using a decentralized LBMPC in an obstacle-loaded environment. A state transformation technique combined with a decentralized LBMPC and a collision avoidance technique are used to solve the formation reconfiguration problem. The state transformation technique introduces a linear model equivalent to the UAV non-linear dynamics, while the decentralized LBMPC compensates these non-linear dynamics using the learning technique and solves the optimization control problem using the MPC. Finally, the collision avoidance algorithm will steer the UAVs around the obstacles or pass between them avoiding collision with them.

The paper is organized as follows. We start with a discussion of the notation used throughout the paper in Section II, followed by the problem formulation and the control objectives in Section III. The development of the decentralized LBMPC is introduced in Section IV, while in Section V, we present the results of our simulations. Section VI presents the conclusion of the work as well as discusses some future work.

2. Preliminaries

In this section, we define the notations used in this paper. Vectors are not typeset specially, but will be identified as such when introduced (e.g. \( \mathbf{v} \in \mathbb{R}^n \)). All vectors are column vectors. We use superscript \( A^T \) to denote the transpose of a matrix \( A \) and \( v^T \) to denote the transpose of a vector \( v \).
Variables that change at each discrete time step have the time index denoted by the subscript. However, as we are using a group of cooperative UAVs, the number of the UAV in the team is subscripted (e.g., $x_{i,\tau}$ means the state $x$ of the $i^{th}$ vehicle at time step $\tau$). In equations describing the update of such a variable in the next time step ($\tau + 1$), the variable is denoted by $x_{i,\tau+1}$.

The notation $\|v\|^2_M$ denotes the quadratic form $v^T M v$. Symbols with a dot above them are the time derivative of that quantity. Marks above the variable indicate the different models of the same system. For instance, the true system has the state $x$, the linear nominal system has the state $\hat{x}$, the system with the oracle has the state $\bar{x}$, and the estimated system has the state $\widehat{x}$. Similar marks are used for the corresponding control inputs and outputs.

### 3. Problem Formulation

We aim to stabilize a team of multiple cooperative UAVs forming a desired configuration during tracking a reference trajectory using LBMPC. In order to simplify our problem, we consider that the UAVs act in a two dimensional space such that the height and yaw controllers have no influence on the lateral movement of the vehicles, although the problem could be extended to the three dimensional case with increased computational demands.

#### 3.1 System Modeling

In this section, we represent the dynamics of the vehicle, for each UAV $i \in \{1, ..., N\}$, the states and control inputs are denoted by

\[ z_i(t) = \begin{bmatrix} x_i(t) \\ y_i(t) \\ \theta_i(t) \\ V_i(t) \end{bmatrix} \in \mathcal{Z} \subset \mathbb{R}^n \]  

\[ u_i(t) = \begin{bmatrix} \omega(t) \\ a(t) \end{bmatrix} \in \mathcal{U} \subset \mathbb{R}^m \]  

where $x_i$ and $y_i$ is the position of the $i^{th}$ UAV in 2D Cartesian frame, $\theta_i$ is the heading angle and $V_i$ is the linear velocity of the vehicle. The dynamics of the $i^{th}$ UAV is described by:

\[ \dot{z}_i(t) = \begin{bmatrix} V_i(t) \cos \theta_i(t) \\ V_i(t) \sin \theta_i(t) \\ \omega_i(t) \\ a_i(t) \end{bmatrix} \in \mathcal{Z} \subset \mathbb{R}^n \]
Where $\omega_i$ is the angular turning rate of the $i^{th}$ UAV and $a_i$ is the linear acceleration of the vehicle.

As we are interested in the position of the vehicles during the flight, a state transformation take place to linearize (2). The new state vector for the $i^{th}$ vehicle $Z_i$ is given such that $a_{1,i} = x_i$, $a_{2,i} = y_i$, $a_{3,i} = \dot{x}_i$ and $a_{4,i} = \dot{y}_i$, and the new control inputs are given such that $\alpha_{1,i} = \dot{x}_i$ and $\alpha_{2,i} = \dot{y}_i$. The state space representation of the new system is as follows:

\[ \dot{Z}_i(t) = A_i Z_i(t) + B_i u_i(t) \]  

\[
\begin{bmatrix}
\dot{\alpha}_{1,i} \\
\dot{\alpha}_{2,i} \\
\dot{\alpha}_{3,i} \\
\dot{\alpha}_{4,i}
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\alpha_{1,i} \\
\alpha_{2,i} \\
\alpha_{3,i} \\
\alpha_{4,i}
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
1 \\
0
\end{bmatrix}
\begin{bmatrix}
\dot{\alpha}_{1,i} \\
\dot{\alpha}_{2,i}
\end{bmatrix}
\]  

(3b)

By using the new states introduced in (3b), the linear system states for each UAV are the position in $(X - Y)$ Coordinates besides their time derivatives, while the control input for each $i^{th}$ UAV are the accelerations. The time linear-affine dynamics model state space representation of each vehicle is given as:

\[ \dot{z}_i(t) = A_i z_i(t) + B_i u_i(t) + g(z_i,u_i) \]  

(4a)

\[ y_i(t) = C_i z_i(t) + \epsilon \]  

(4b)

Where $g(z_i,u_i)$ is the unmodeled dynamics of the $i^{th}$ UAV in the team and $\epsilon$ represents the measurement noise, assumed to be bounded stochastic quantity. We assume that the modeling error $g(z_i,u_i)$ is bounded and lies within a polytope $\mathcal{W}$ such that $g(z_i,u_i) \in \mathcal{W} \forall (z_i,u_i) \in (\mathcal{Z}, \mathcal{U})$. Thus the nominal dynamics state (the case in which $g(z_i,u_i) = 0$) is

\[ \dot{z}_i(t) = \mathcal{F}_i (z_i,u_i) = A_i z_i(t) + B_i \bar{u}_i(t) \]  

(5)

The sets of state vectors are denoted $z_T = [z_1^T, ..., z_N^T]^T \in \mathcal{Z}^N$, while the sets of control inputs are denoted $u_T = [u_1^T, ..., u_N^T]^T \in \mathcal{U}^N$.

Generally, the system dynamics for all the vehicles $i \in \{1, ..., N\}$ in the formation can be represented in a concatenated vector form as:

\[ \dot{z}_T(t) = f (z(t),u(t)), t \geq t_o \text{ given } z(t_o) \]  

(6)
where $f(\cdot) = (f_1(z_1, u_1), \ldots, f_N(z_N, u_N))$.

As we are interested in the position of the UAVs to accomplish the desired formation, an integrated cost function for multiple vehicles formation stabilization is presented as follows [22]:

$$J(z, u) = \sum_{(i, j) \in \zeta_0} \omega(\|p_i - p_j + d_{ij}\|^2 + \|p_\Sigma - p_{ref}\|^2) + v\|\dot{p}_i\|^2 + \mu\|u\|^2 \quad (7)$$

Where $\omega, v, \mu \in \mathbb{R}$ are positive constant weighting, $p_i$ is the position vector of the $i^{th}$ vehicle, while $p_j$ is the position vector of the $j^{th}$ neighbor vehicle in the fleet and $d_{ij} \in \mathbb{R}^n$ is the desired separating distance between every two vehicles in the formation. The average position vector for $N$ vehicles is denoted by $p_\Sigma = (p_1 + \ldots + p_N)/N$, while $p_{ref} = (p_{ref1} + \ldots + p_{refN})/N$ is the desired center of geometry for the $N$ vehicles. The set $\zeta_0$ is the set of all pair-wise neighbors that defines the formation for the multiple cooperative UAVs team [22].

For each vehicle $i \in \{1, \ldots, N\}$ at time step $\tau$, the distributed optimization cost function is given as

$$J_i^*(z_i(\tau), z_{-i}(\tau)) = \min_{u_i} (J_i(z_i(\tau), z_{-i}(\tau), u_i(\tau)))$$

where

$$J_i(z_i(\tau), z_{-i}(\tau), u_i(\tau)) = \omega(\|p_i - p_j + d_{ij}\|^2 + \|p_\Sigma - p_{ref}\|^2) + v\|\dot{p}_i\|^2 + \mu\|u\|^2$$

Such that

$$J(z, u) = \sum_{i=1}^{N} J_i^*(z_i(\tau), z_{-i}(\tau)) \quad (8)$$

For the compatibility with our objective, we rewrite the system dynamics in (4) in the error form. By subtracting the linear states for the $i^{th}$ UAV with its neighbor $j$, we get the following error dynamics:
$E_{i,j} = Z_i - Z_j$

where $E_{i,j}$ is the error dynamic vector between the $i^{th}$ UAV and the $j^{th}$ UAV in the formation. The overall error dynamics for the $N$ UAV system $E_T$ is given as follows:

$$
\dot{E}_T = A_T E_T(t) + B_T u_T(t)
$$

$$
\begin{bmatrix}
\dot{E}_{i,j} \\
\dot{E}_{i,j+1} \\
\vdots \\
\dot{E}_{i,N}
\end{bmatrix} =
\begin{bmatrix}
A_{i,j} & 0 & \cdots & 0 \\
0 & A_{i,j+1} & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{i,N}
\end{bmatrix}
\begin{bmatrix}
E_{i,j} \\
E_{i,j+1} \\
\vdots \\
E_{i,N}
\end{bmatrix} +
\begin{bmatrix}
B_{i,j} & 0 & \cdots & 0 \\
0 & B_{i,j+1} & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & B_{i,N}
\end{bmatrix}
\begin{bmatrix}
u_i \\
u_j \\
\vdots \\
u_N
\end{bmatrix}
$$

(9)

3.2 Oracle Modeling

An oracle is used to update the state dynamics of the system to compensate the unmodeled dynamics neglected through the linearization process. For each vehicle $i \in \{1, \ldots, N\}$, the unmodeled dynamics $g(z_i, u_i)$ for the $i^{th}$ UAV is represented by a linear, time varying oracle $O_{\tau}: \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$, parameterized by a vector of parameters $\beta$. The state space form of the oracle is given as:

$$
O_{\tau}(\tilde{z}_i, \tilde{u}_i) = F_i(\beta)\tilde{z}_i,\tau - H_i(\beta)\tilde{u}_i,\tau
$$

(10)

Where $O_{\tau}(\tilde{z}_i, \tilde{u}_i) \in \mathcal{W} \forall (\tilde{z}_i, \tilde{u}_i) \in (Z, U)$ returns an estimate of the uncertainties, $F_i(\beta)$ is the oracle updates to the dynamics matrix for the $i^{th}$ vehicle, $H_i(\beta)$ is the oracle updates to the control inputs matrix and $\beta$ is the true vector learning parameters in the oracle model.

The oracle updates the state dynamics for each vehicle every time step, we aim by that to converge the predicted state dynamics to the accurate state dynamics. In other words, by converging the learning state matrices $F_i(\beta)$ and $H_i(\beta)$ for
the $i^{th}$ vehicle to zero, the predicted system dynamics will be similar to the accurate UAV system dynamics.

To show the difference between all the above equations, one should define the following: $z_{i,t}$ is the true system state dynamics, $\bar{z}_{i,t}$ is the state dynamics of the system with oracle state, while $\hat{z}_{i,t}$ is the estimated state dynamics of the system and $\bar{z}_{i,t}$ is the state dynamics of the nominal system. The states and control inputs constraints are used to guarantee both feasibility and convergence of the designed control policy [21].

### 3.3 Collision Avoidance

This section describes the ability of the UAV system to sense the presence of the obstacles in the surrounding environment. Each UAV in the team has a sensing system allowing it to measure the distance to the obstacles in a sensing range $r_s$. The measured distances from the obstacles are integrated in the formation control such that the UAV formation is able to steer around the obstacles or pass between them.

In our collision avoidance technique, each UAV measures its distance to the obstacle, re-plans its trajectory with respect to the other members using $A^*$ algorithm in order to steer smoothly around the obstacle and then returns back to the pre-planned desired trajectory after passing the obstacle with a safe distance $d_s$.

In Fig.(1), UAV 2 shares its information about an obstacle with the other members of the team, the UAV team then decides to re-plan their path using $A^*$ algorithm and steer in the upper direction over the obstacle with a safe distance $d_s$. After passing the obstacle, the team members return back to their desired path.
In the case of the presence of more than one obstacle in the environment, the UAV team reconfigures its formation to a new configuration and chooses a new path in order to allow the team to pass through the obstacle-loaded environment safely. After passing the obstacles with a safe distance, the team reconfigures again and returns to the desired formation and desired path.

The collision avoidance algorithm used in this paper is presented in Algorithm 1. At initialization of the Algorithm 1, each UAV activates its sensor radius $r_s$ to sense the presence of obstacles. By sensing the obstacle, the UAV shares the separating distance $d_o$ from the obstacle with the other members. The team re-plans its path to steer right/left around the obstacle. In case of $N$ obstacles, the sensed UAV shares the separation distances $(d_{o1}, d_{o2}, ..., d_{oN})$ with the other members, and the team decided to reconfigure and chooses the suitable path using $A^*$ algorithm.

This algorithm depends on calculating the separating distance from the UAV team at every time step. The vehicle $i$ uses the previous suboptimal control input of the other vehicles in the fleet to define the re-planned path trajectory.
Algorithm1 CollisionAvoidanceAlgorithmfor a Group of Cooperative UAVs

For each UAV
- Initialize $r_s$ and $d_s$

If one obstacle is sensed
- Measure $(d_o)$
- Share $d_o$ with other members of the team.
- Use $A^*$ algorithm to re-plan the new path to steer around the target with a safe distance $d_s$.
- Apply $u(t)$ to the system.
- Solve the optimization problem (15)

If no obstacles are sensed
- Measure $(d_{o1}, d_{o2}, ..., d_{oN})$
- Share $(d_{o1}, d_{o2}, ..., d_{oN})$ with other members of the team.
- Reconfigure to a suitable formation using $p_{ref}$ and re-plan the new path using $A^*$ algorithm.
- Apply $u(t)$ to the system.
- Solve the optimization problem (15)

EndFor

4. Control Design

A decentralized LBMPC is used to solve the problem of formation reconfiguration for a group of cooperative UAVs in the presence of state and control inputs constraints in an obstacle-loaded environment. The designed control policy seeks to combine attributes of elements of adaptive or learning schemes which promise to improve performance by improving system models based on data obtained on-line with MPC which encode safety requirements and has the ability to enforce constraints.

In this section, we will outline the design of a decentralized learning based model predictive controller for the cooperative UAVs team. This process is then repeated at each time instant, with the predicted optimal control trajectory being recalculated as new information becomes available. The overall control architecture is composed from two main parts:

- Estimation of the vehicles states and learning the uncertainties;
- Solving the Quadratic Programming (QP) optimization control problem for the closed loop system.

Fig.2 represents an overview of our proposed decentralized LBMPC.
4.1 Learning Phase

A Dual Extended Kalman Filter (DEKF), introduced by Wan and Nelson, is an extension of the ordinary Extended Kalman Filter (EKF) that have been developed for the state and parameter estimation in non-linear systems [23]. The main concept in the DEKF is the combination between the state estimation and the parameter estimation using two EKFs in parallel, which allows to switch off the parameter estimator once we reached a sufficiently good set of estimates for the parameters. This should improve the performance of the system by improving the state estimation by reducing the parameter uncertainties [24].

The basic equations used for building the DEKF are stated as follows [24]:

- **Parameter Prediction:**

  \[ \hat{z}_p^-(t) = \hat{z}_p(t - 1) \]  
  \[ P_p^-(t) = P_p^-(t - 1) + R_p \]  

- **State Prediction:**

  \[ \hat{z}^-(t) = f(\hat{z}^-(t - 1), u(t), \hat{z}_p^-(t)) \]  
  \[ P_s^-(t) = J_s(t) P_s^-(t - 1) J_s^T(t) + R_s \]  

  \[ K_s(t) = P_s^-(t) H_s^T \left[ \sigma_s + H_s P_s^-(t) H_s^T \right]^{-1} \]  
  \[ \hat{z}(t) = \hat{z}^-(t) + K_s(t) [y(t) - H_s \hat{z}^-(t)] \]
\[ P_s(t) = [I - K_s(t)H_s]P^-(t) \]  
\(\Rightarrow\) **State Correction:**

\[ K_p(t) = P^-_p(t)H_p^T[\sigma_p + H_pP^-(t)H_p^T]^{-1} \]  
\[ \hat{z}_p(t) = \hat{z}^-_p(t) + K_p(t)[y(t) - H_s\hat{z}^-(t)] \]  
\[ P_p(t) = [I - K_p(t)H_p]P^-_p(t) \]  
\(\Rightarrow\) **Parameter Correction:**

Where \(\hat{z}\) is the estimated state vector, \(\hat{z}_p\) the estimated parameter vector, \(u\) is the control input vector and \(y\) is the measurement vector. The error covariance matrix of the state vector is denoted by \(P_s\), while the error covariance matrix of the parameter vector is denoted by \(P_p\). Also, \(R_s\) and \(R_p\) are the user specified process noise covariance matrices for the state and parameter estimators, respectively, while the corresponding output noise covariance matrices for the state and parameter estimators are denoted by \(\sigma_s\) and \(\sigma_p\), respectively. Moreover, \(K_s\) and \(K_p\) are the DEKF gain matrices for the state and the parameter, respectively, while \(H_s\) and \(H_p\) are the Jacobian matrices of the output for state/parameter estimator and \(J_s\) is the Jacobian matrices for state estimates.

### 4.2 Optimization Phase

A decentralized MPC controller, based on the idea of tube-MPC, is combined with the learning algorithm introduced in section 4.1 to control the cooperative UAVs during performing their desired formation. For the decentralized LBMPC prediction horizon \(M\), by given a nominal trajectory, the true trajectory for each agent \(i\) is guaranteed to lie within the MPC tube around the given trajectory.

At the heart of the LBMPC control scheme is the on-line solution of a convex optimization problem. The optimization cost function will contain the learning part for each vehicle in the team.
\[
\min_{\bar{c}_i} \| \bar{z}_i - \hat{z}_i - z_S \|^2_P + \sum_{j=0}^{M-1} \| \bar{z}_i - \hat{z}_i - z_S \|^2_Q + \| \bar{u}_i - u_S \|^2_R
\]  
subject to:

\[
\bar{z}_{i,\tau} = \hat{z}_{i,\tau}, \quad \bar{z}_{i,\tau} = \hat{z}_{i,\tau}
\]

\[
\bar{z}_{i,\tau+j} = (A_i + F_i)\bar{z}_{i,\tau+j-1} + (B_i + H_i)\bar{u}_{i,\tau+j-1}
\]

\[
\begin{cases}
\bar{z}_{i,\tau+j} = A_i\bar{z}_{i,\tau+j-1} + B_i\bar{u}_{i,\tau+j-1} \\
\bar{u}_{i,\tau+j-1} = K_i\bar{z}_{i,\tau+j-1} + c_{i,\tau+j-1} \\
\bar{z}_{i,\tau+j} \in Z, \quad \bar{u}_{i,\tau+j-1} \in U
\end{cases}
\]  

where \( M \) is the predication horizon, \( \bar{z}_{i,\tau} \) is the predicted dynamic states of the \( i^{th} \) vehicle while \( \bar{z}_{-i,\tau} \) denote the vector of the estimated dynamic state of the neighbors of \( i \) and \( \bar{u}_{i,\tau} \) is the optimal control inputs to the system. The polyhedral sets \( Z \) and \( U \) are bounded and convex; they encode the allowable states control inputs, respectively.

Matrices \( P, Q \) and \( R \) are semi-definite positive matrices weights on the final state srror cost, the intermediate state error cost and the control input cost, respectively. Moreover, the desired state is denoted by \( z_S \), while \( u_S \) is the steady state control that would maintain the desired steady state \( z_S \), the nominal feedback gain \( K_i \) serves to limit the effect of model uncertainty for agent \( i \) and it is chosen so that the discrete-time algebraic Ricatti equation (DARE)

\[(A_i + B_iK_i)^TP(A_i + B_iK_i) - P = (Q + K_i^TRK_i)\]  

is satisfied. Finally, the actual control inputs \( \bar{u}_{i,\tau} \) in (16) are used to determine the predicted learning dynamic states \( \bar{z}_{i,\tau} \) in (15) and the predicted nominal state \( \tilde{z}_{i,\tau} \) used for constraint satisfaction in (16) for the \( i^{th} \) vehicle.

5. Simulation Results

The control strategy discussed in sections 3 and 4 is successfully implemented in simulation by a team of cooperative UAVs consists of three vehicles. The objective of this simulation is to show that, the designed control policy is fit for solving the problem of formation reconfiguration for a group of cooperative UAVs in an obstacle-loaded environment. One should notice that the solutions found in this paper may be scaled to accommodate larger teams of UAVs in more complex environments.
As discussed in 3.3, each UAV has a sensor radius \( r_s = 15\text{m} \) to sense the presence of obstacles. By sensing the obstacle, the UAV shares the obstacle information with the other members. The UAV team decided to change its path and steer/pass through around the obstacles smoothly with a safe distance \( d_s = 10\text{m} \). After passing the obstacle, each UAV re-calculates the desired path and return back to the desired formation. Moreover, in case of different obstacles, the UAVs cooperate to choose the optimum formation and steer/pass through the obstacles safely.

One can summarize the requirements of our simulations to be as follows:

- Separation distance \( d_{ref} = 10\text{m} \) between each two neighbor vehicles.
- Matched velocity between all members of the team.
- The ability of the team to re-plan its path to avoid obstacles.

The simulation can be run for different formation structures and with different number of vehicles which prove the robustness of our designed control policy. For all simulations, the prediction horizon is \( M = 5 \), simulation time is \( T = 24\text{s} \) and the sampling time is \( \tau = 0.2\text{s} \).

Now, we will present the simulation results for one of our different scenarios. In this presented case, three UAVs located at \((0,0)\), \((0,12)\) and \((0,-12)\), respectively, cooperate to form a triangular formation flying along the X-axis while avoiding obstacles.

The UAV1 sensed the presence of two rectangular obstacles located at \((60,2)\) and \((60,-2)\). UAV1 shared the obstacles information with the other members of the team and each UAV in the team calculates its desired path. The team chooses to reconfigure to a new formation that allow all the members to pass through the obstacle-loaded environment. After passing the obstacles, the UAV team reconfigure to form a triangular formation again with UAV1 at the head of the formation.

The paths of the three UAVs during the flight along the X-axis are presented in Fig. 3, where the cooperative UAVs succeed to converge to the desired requirements in the presence of system uncertainty and obstacles. The team decided to reconfigure such that UAV2 pass after UAV1 and before UAV3 with separating distance \( d = 10\text{m} \). After a safe distance from the obstacles, the team reconfigure its formation again to the desired triangular formation. The command control inputs \( u_i \) for each agent in the fleet are presented in Fig. 4, where the control inputs converge to zero as the vehicles are stabilized in their desired formation during flight. The separating distances between UAV1 and its neighbors in the X direction are presented in Fig. 5, while the separating distances between UAV1 and its neighbors in the Y direction are shown in Fig. 6, where all the separating distances converge to the desired distances \( d=10\text{m} \) in an obstacle-loaded environment.
Figure 3: The three UAVs in a triangular formation change their formation to pass through two obstacles and reconfigure again to the desired triangular formation.

Figure 4: The optimal command control inputs for the three agents, the control inputs converge to zero due to the stabilization of the desired formation around the reference trajectory.
Figure 5: The separation distance between the three cooperative UAVs in X direction.

Figure 6: The separation distance between the three cooperative UAVs in Y direction.
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